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Motivation
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§ Develop a high-resolution configuration in the Gulf of Mexico (GoM) region 

to study extreme weather events using the Weather Research and 

Forecasting (WRF) model. 

§ Perform high-resolution simulations of Hurricanes Harvey (2017) and Ida 

(2021) in WRF using GoM with the horizontal resolution of < 4 km (current 

simulations include resolution of  around 12 km).

§ Study how meteorological data including vorticity and temperature fields can 

improve our understanding on tracking cyclones.

§ Use meteorological data from WRF as inputs of atmospheric forcing in 

coastal models to improve estimates on storm surge and rainfall.

§ Provide high-fidelity data for Machine Learning groups on their task for 

digital-twin developments.



Model Setup
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High-resolution simulations of Hurricanes Harvey and Ida in the WRF model.

∆x! = 1.67 ;  5   km

∆x" = 5       ; 15 km

Initializing with NCEP GFS forecast with the simulation period Aug 25 – 30, 2017 

(HH) and Aug 27 – 31, 2021 (HI)

∆" = 15 minutes

GoM configuration



Hurricane Harvey Track
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• The hurricane track in WRF simulations outperforms that in NHC-OFCL
• Track forecast error in high (low)-res is about 62% (72%) smaller than that in OFCL



Overview of Simulations (HH)
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• Potential temperature perturbation field at the surface overlaid by 
wind velocity and sea level pressure 

Aug 25, 09:00:00 Aug 26, 06:00:00 Aug 28, 21:00:00
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Potential Vorticity

!!

• Potential vorticity is combination of absolute vorticity -# projected on 
normal to the potential pressure surface +" and the surface 
temperature ,! (Montgomery & Shapiro, JAS 52, 1995; Schneider et al., JAS 60, 2003):

• The sign of the meridional gradient of potential vorticity can be 
informative about the direction of the hurricane movement

.!!
./
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Meridional gradient of the Surface Potential Vorticity
"#!
"$ Over ocean @ Aug 25, 09:00:00

"#!
"$ Over land @ Aug 27, 12:00:00

Khani & Dawson, JAS, 2023 (submitted)

Higher resolution
(1.67 km)
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Meridional gradient of the Surface Potential Vorticity
"#!
"$ Over ocean @ Aug 25, 09:00:00 "#!

"$ Over land @ Aug 27, 12:00:00

Khani & Dawson, JAS, 2023 (submitted)

Coarser resolution 
(5km)

Colorbar
scales are 
different!!
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Baroclinic Instability
• Necessary condition of baroclinic instability in the continuous/layered 

stratified flows (as in Pedlosky, JAS 21(2), 1964a; Pedlosky, JAS 21(4), 1964b):

• Since              in the potential pressure coordinates in the atmosphere, 
we need to have

to hold the necessary condition of  baroclinic instability.  

2. Background78

The potential vorticity quantity & in high-altitude atmosphere is defined as follows (Hoskins79

et al. 1985):80
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where 5 is the Coriolis parameter in the vertical direction k; v = (D,E,0) and \ are the horizontal81

velocity and potential temperature, respectively. The gravitational acceleration is shown by 6, and82

rf is the three-dimensional operator in the GHf space where f denotes potential pressure; l083

denotes the absolute vorticity.84

At the interface between air and land/sea with the surface potential pressure fB, equation (1) can85

be reformulated using the divergence theorem where l0 ·rf\B over a control volume is equivalent86

to l0 ·nf\B over the control surface (the closed boundary of the control volume). As a result, the87

surface potential vorticity can be written as (see also Bretherton 1966; Montgomery and Shapiro88

1995; Schneider et al. 2003)89

&B = �6 (l0 ·nf) \B, (2)

where \B is the potential temperature at the surface. Here, nf ⌘rfB/|rfB | is the normal component90

to the surface potential pressure, and subscript “B” stands for quantities at the “surface”. Overall,91

unlike the PV at high altitude, the surface PV is related to the potential temperature \B at the surface92

and not to the gradient of surface potential temperature r\B (as shown in equations 1 and 2).93

Next, we review how surface and interior PV gradients are associated with baroclinic instability in94

the atmosphere. We move forward utilizing the equation that is developed for necessary condition of95

baroclinic instability for the continuous/layered stratified flows (as in Pedlosky 1964a,b). Following96

their methodology, the necessary condition of instability in the potential pressure coordinates can97

be shown by the following condition98
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where D is the zonal wind and ⇠
2 is a positive quantity depending on velocities, streamfunctions99

and wave modes; H and ±✓ are the meridional component and limits on the meridional direction100

(see Pedlosky 1964a,b, for more information). Since f1 > f2 in potential pressure coordinates in101

the atmosphere, we need to have102

D

m&

mH

< 0, (4)

to hold the necessary condition of baroclinic instability in equation (3). As a result, we should have103

(DBm&B/mH) < 0 for a necessary condition of baroclinic instability at the surface. We should note104

that equation (3) has been derived based on a simplified hypothesis for idealized models. However,105

it is customary to employ these criteria for necessary condition of instability in more complicated106

models in the atmosphere and ocean. For example, similar methodology has been used to study107

baroclinic instability in global eddy-permitting ocean simulations (as in e.g. Tulloch et al. 2011).108

3. Model setup and simulations109

We have developed a high-resolution configuration for the GoM in the WRF model (Skamarock110

et al. 2008). The GoM configuration includes a fine-resolution near coast domain (d02) with111

horizontal grid spacing�302 = 1.67 km that is nested in the coarse-resolution domain with horizontal112

grid spacing � = 5 km. The main domain spans a sphere from latitudes of 9.7�N to 47.5�N and113

longitudes of 109.6�W to 66.5�W. The nest domain d02 also spans a sphere from latitudes of 23.3�N114

to 31.5�N and longitudes of 98.1�W to 87.9�W (Figure 1). For comparison, a coarse-resolution115

GoM configuration with �302 = 5 km and � = 15 km is also tested in our simulations.116

For initialization, we have used the National Centers for Environmental Prediction (NCEP) op-117

erational Global Forecast System (GFS) outputs on a 0.25� grids (https://doi.org/10.5065/118

D65D8PWK) by downscaling into our high-resolution grids on the GoM configuration. Revised119

MM5 Monin-Obukhov (Grell et al. 1994; Jiménez et al. 2012) is used for the surface layer scheme120

where the unified Noah land-surface model is employed. The YSU PBL (Hong et al. 2006) and121

modified Kain-Fritsch (Kain 2004) schemes are used for boundary-layer and cloud models, re-122

spectively. Also, the horizontal Smagorinsky diffusivity is employed for turbulence and mixing123

schemes. Forecasts for 132 hours of Hurricane Harvey (HH) and 78 hours of Hurricane Ida (HI)124
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Baroclinic Instability
"% "#!"$ < $ Over ocean @ Aug 25, 09:00:00 "% "#!"$ > $ Over land @ Aug 27, 12:00:00

Khani & Dawson, JAS, 2023 (submitted)



Precipitation (mm)
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• Resolving convective cumulus precipitation improves the accuracy of locations 

and magnitudes of maximum rainfall.

Aug 26, 06:00:00 Khani & Dawson, JAS, 2023 (submitted)
Aug 26, 06:00:00

Higher resolution
(1.67 km)

Coarser resolution 
(5km)



Precipitation (mm)

13Aug 27, 12:00:00 Aug 27, 12:00:00

Higher resolution
(1.67 km)

Coarser resolution 
(5km)

Hurricane Harvey     63 
 

 

Figure 9. NOAA gauge-corrected, multi-radar multi-sensor quantitative precipitation estimates for Harvey (inches), 25 August-1 
September 2017.  The black numbers are actual rain gauge values, all of which exceed the previous U.S. continental rainfall 
record for a tropical cyclone. 

NOAA gauge-corrected 
precipitation

• Patterns in the high-resolution case are comparable to those from gauge data.



WRF+ADCIRC (One-way coupled model)
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• High-resolution WRF outputs (surface pressure, U10 and V10 velocities 
& precipitation) are used in ADCIRC model for storm surge estimates   

Taken from Coastal Emergency Risks Assessment (CERA) webpage

ü Hydrodynamics (storm surge):
v Galveston Pier 21
v Bob Hall Pier Corpus Christi
v Eagle point
v USCG freeport

ü Hydrology (in progress):
• Precipitation 
• River runoff

ü Wave (in progress):
• Swan (near shore wind waves)

Hurricane Harvey



WRF+ADCIRC (Coupled Model)
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• Surface elevation in WRF+ADCIRC compared with NOAA gauge data.
• To include precipitation effects. 
• To employ ML to improve correlation coefficients & integral time.

Work in preparation (Khani, Reich, Loveland & Dawson, 2023)

Good results! Poor results!
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• High-resolution simulations can enhance our understanding of hurricane 

dynamical processes and cyclone tracks. 

• Patterns for precipitation rates/rainfall are skillfully resolved at high-resolution 

simulations.

• High-resolution meteorological products will improve storm surge estimates in 

hydrodynamical models (coupled models).   

Summary
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• High-resolution atmosphere simulations can help to improve our understanding 

on dynamical processes of the hurricane movement and to enhance model 

accuracy using state-of-the-art scale-aware parameterization in coarse-resolution 

simulations. 

• Whether simulations with higher resolution (sub-kilometer grid spacing) can be 

useful to improve hurricane forecasts? Resolving KH waves,  internal waves, 

clouds, microphysics, ….

• To develop a coupled atmosphere-ocean-coastal model including the Wind-

Evaporation-SST (WES) interaction (WRF-ADCIRC-SWAN-MOM6). 

Conclusions/Future Work

sina.khani@austin.utexas.edu



Extra slides
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Extra slides
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Coupled Atmosphere-Ocean-Coastal model
• WRF-MOM6-ADCIRC with the Wind-Evaporation-SST (WES) interaction

Figure 1 Schematic plot for the coupled atmosphere-ocean-coastal model that includes ‘SST+evaporation’ evolution
equations embedded into ADCIRC.

2. Background

Hurricane cores can travel thousands of kilometers over the ocean by receiving heat and water-vapor
from the ocean, causing surges and rainfall upon arrival over the land [46]. Coastal sea level in the
GoM can be affected by different characteristics: large-scale dynamics/geostrophic balance, fresh
water levels from riverine systems, and hurricane wind driven vortices (tropical cyclones) [6, 10].

Figure 2 Schematic plot of a coupled atmosphere-ocean model through
energy fluxes and wind stress (Taken from [36, 46]; IR and SST stand
for infrared radiation and sea surface temperature, respectively).

Prediction of coastal sea level rise in the
event of extreme floods and hurricanes
is a critical factor impacting the perfor-
mance of numerical models that guide
coastal hazard forecasting and risk as-
sessment. Improving models for storm-
induced sea level change can enhance
forecasting of extreme events that fre-
quently and dramatically impact U.S.
coasts. Refining model skill can help
improving coastal resilience against nat-
ural hazards and effective climate pol-
icy [7, 12, 19, 20]. The Coastal and
Ocean Modeling Testbed program from
the U.S. Integrated Ocean Observing
System (COMT-IOOS) [32, 33] was de-
veloped to share numerical models, soft-
ware and observations between different
research communities and federal oper-
ations to detect, prioritize and resolve
coastal ocean storm-surge uncertainty
associated with forecasts from oceanic,
atmospheric, hydrological and ecological
models.

Modeling storm-induced sea level
change requires information of oceanic
surface temperature and salinity struc-

atmosphere/ocean GCM; � is a diffusion coefficient for stability. Also, ⇢
a
, L, c

e
are surface air density,

latent of evaporation and exchange coefficients, respectively; U is the 10-m wind velocity; q
s
and q

a
are

saturated specific humidity and air specific humidity at 10-m that are correspondingly proportional to
SST and air surface temperature T

s
and T

a
[18,46]. Saturated and air specific humidity will be imported

from the atmosphere/ocean GCM. In the upgraded ADCIRC-WES model, the continuity equation (8)
will include an extra term for surface evaporation:
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e
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Overall, ADCIRC model with equations (13) and (9), which will be solved simultaneously with tempera-
ture and evaporation equations (11) and (12), will provide high-resolution outputs for surface elevation
⌘, velocity U , SST anomaly T

® and latent heat flux Q
e
. We will then historically study rainfall in

the coastal region based on these outputs. The ADCIRC and WES evolution equations are connected
through the wind velocity, SST and surface evaporation (see the schematic plot in Figure 1).

Task2 RT3: Upgrade the ADCIRC model by including evolution equations for SST and evaporation.
Integrate the upgraded ADCIRC model into the coupled atmosphere-ocean-coastal system.

C. ADCIRC Tests, Challenges and Uncertainty

In this section, we discuss challenges and complexities we might be facing in developing the coupled
atmosphere-ocean-coastal system when we import high-resolution outputs of atmosphere/ocean simu-
lations into the ADCIRC model. We also discuss sources of uncertainty associated with physical and
computational limitations in the coupling process.

1. Spatial and temporal resolutions and geo-grids

Previous attempts of using ocean GCM outputs into ADCIRC model involved spatial and temporal
resolutions of 1_12˝ (˘ 9 km) and 1 hr, respectively [4,39]. For this setup, we are required to downscale
the forcing data from 9 km into 100 m, which involves a huge gap on spatial resolutions between these
two models. Yet, the dynamical structures and flow patterns do not enhance with this process since
downscaling only preserves statistical properties and does not restore unresolved dynamical features at
coarse resolution simulations [3,8,41,48]. As a result, uncertainty due to spatial resolution in simulations
with the horizontal grid spacing at 9 km will not be reduced by downscaling into 100 m. To alleviate
biases due to spatial resolution, we propose to run dynamical simulations from WRF and MOM6 models
at grid spacing f 4 km. With this numerical setup, the gap on spatial resolution between WRF
and ADCIRC will significantly reduced in comparison with the gap between current coupling models
as explained in reference [4, 39]. Similarly, the temporal uncertainty in our coupled system will be
significantly reduced since we utilize simulations with temporal resolutions of 15 minutes, instead of those
with 6 hr time-window, to create input data for the hydrodynamic model. Moreover, atmosphere/ocean
GCM mainly use non-uniform geo-grids over latitude-longitude domains. Meteorological products at non-
uniform grids might be incompatible to be directly employed by ADCIRC because the ADCIRC model
utilizes uniform grids for meteorological forcing. One approach is to modify meteorological input files by
interpolating over uniform grids. This approach is relatively simple but could increase the uncertainty of
input files due to smoothing grid shapes and sizes through the interpolation process. A second approach
is to modify the ADCIRC code such that it can read meteorological forcing with non-uniform grids. In
our coupled atmosphere-ocean-coastal system development, we will test both approaches to quantify
numerical uncertainty due to geo-grid sizes, shapes and interpolation.

3. Research Thrust 3 (RT3): Model integration into an atmosphere-ocean-coastal system

Driving Goal: Develop a coupled atmosphere-ocean-coastal system that integrates ADCIRC model
with the atmosphere/ocean GCM. Develop ADCIRC plus evolution equations for SST and evaporation
in the Gulf coast region.

The ultimate research plan in this proposal is to develop a high-resolution atmosphere-ocean-coastal
system, in which the coastal model will utilize outputs of atmosphere and ocean GCM as meteoro-
logical/anthropogenic and oceanic forcing. Concretely, the atmosphere-ocean-coastal system will use
vertically-integrated shallow water equation in ADCIRC, where the surface pressure P

s
, stress ⌧

s
, pre-

cipitation rate R
t
will be imported from WRF simulations with the atmospheric horizontal resolution of

f 2 km, and the barotropic velocity U
b

(or alternatively the buoyancy term B) and dispersion term D

will be computed from MOM6 outputs with the oceanic horizontal resolution of f 4 km. In summary,
the system of equations in the coupled atmosphere-ocean-coastal model is as follows

)⌘

)t
+ ( � (UH) + �(⌘ * ⌘
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where terms with cyan color are obtained from atmosphere and ocean GCM (i.e. WRF and MOM6). The
equilibrium tide, and loading and self-attraction terms are considered in the updated surface elevation
⌘
< = ⌘ * ⌘

eq
* ⌘

sal
[40]. The momentum dispersion term D will be computed as follows in MOM6

D = *
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…
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n

i

⇠

un

i
* U

H

⇡2
, (10)

which behaves as a sink term in the ADCIRC model for numerical stability [39].

Task1 RT3: Develop a coupled atmosphere-ocean-coastal system that integrates atmosphere-coastal
and ocean-coastal models implemented in RT2. In this coupled system, surface pressure, precipitation,
and surface stress fields are imported from high-resolution WRF simulations, and baroclinic forcing
and momentum dispersion terms are obtained from high-resolution MOM6 simulations. The coupled
system will be tested for Hurricanes Harvey, Ida, Ike and Ian.

ADCIRC plus evolution equations for temperature and evaporation in the climate system:
The atmosphere-ocean-coastal coupled system developed in task1 RT3 can be upgraded to incorpo-
rate feedbacks from wind-evaporation-SST (WES) interaction [47]. The WES feedback is a critical
component to correctly represent evaporation process in a coupled system during long-term climate
projection (probably less effective in short-term weather forecasting). Considering the capability of the
ADCIRC model in coupling with hydrology models, WES feedback will also improve modeling freshwater
ecosystem. The ADCIRC plus WES feedback will be computationally cost-effective in comparison with
a full 3D ADCIRC model that resolves vertical structures of salinity and temperature. The upgraded
ADCIRC model will include a 2D evolution equation for SST, and an equation for latent heat flux based
on surface evaporation
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where T
® is the SST anomaly, ↵ is the WES coupling coefficient that is proportional to the mean

latent heat flux Q
e
, mean SST T and mean surface velocity U [18, 46], and will be imported from the



Hurricane Harvey: Simulation
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Model Setup
• A High-resolution configuration for Gulf of Mexico region is developed 

in the WRF mesoscale model to study Hurricane Harvey.

Details
• The configuration includes resolutions of ∆1 = 1.67 km and ∆1 =
5 km for the nest and main domains, respectively. 
• Forecast for 132-hours (5 days + 12 hrs) of Hurricane Harvey is 

performed. Outputs are saved at every 15 minutes.  
• Potential and absolute vorticity, potential temperature perturbation, 

pressure and precipitation fields are diagnosed for studying the cyclone 
dynamics.



WPS for Great Lakes
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High-resolution weather forecasting for weather extremes

∆x! = 1.67 km

∆x" = 5 km

Initializing with NCEP GFS forecast with the simulation period Feb 1—7, 2023

∆" = 30 mins.



Surface Temperature
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• Surface temperature indicates severe cold weather on Feb 3 in the GL.
Feb 2, 03:00:00 Feb 3, 12:00:00

Feb 6, 12:00:00



Precipitation Rates (mm/hr)
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• Precipitation rate significantly increases over Ontario lake and Erie. 
Feb 2, 03:30:00 Feb 3, 12:30:00

Feb 6, 00:30:00

To study precipitation 
rates (moisture 

dynamics) enhanced by 
surface temperature 

extremes …



Rate for Snow & Ice precipitation (mm/hr)
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• On Feb 6, snow & ice rates are mainly important at North of 49°N. 
Feb 2, 03:30:00 Feb 3, 12:30:00

Feb 6, 00:30:00

Snow and ice tendencies 
versus

rainfall tendency …



Accumulated Precipitation
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• Total precipitation is heavier over Superior, Ontario, Huron lakes. 
Feb 2, 03:00:00 Feb 3, 12:00:00

Feb 6, 12:00:00


